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Abstract

We present a cryptographic framework to achieve access control, privacy of social relations, secrecy of resources, and anonymity of users in social networks. We illustrate our technique on a core API for social networking, which includes methods for establishing social relations and for sharing resources. The cryptographic protocols implementing these methods use pseudonyms to hide user identities, signatures on these pseudonyms to establish social relations, and zero-knowledge proofs of knowledge of such signatures to demonstrate the existence of social relations without sacrificing user anonymity. As we do not put any constraints on the underlying social network, our framework is generally applicable and, in particular, constitutes an ideal plug-in for decentralized social networks.

We analyzed the security of our protocols by developing formal definitions of the aforementioned security properties and by verifying them using ProVerif, an automated theorem prover for cryptographic protocols. Finally, we built a prototypical implementation and conducted an experimental evaluation to demonstrate the efficiency and the scalability of our framework.

1. Introduction

Over the last years, online social networks (OSNs) have become the natural means to get in touch with people and to engage in a number of social activities, such as sharing information, exchanging opinions, organizing events, and publishing advertisements. The new dimensions of social interaction and the opportunities deriving from these novel functionalities tend to push into the background the impressive leakage of personal information (e.g., religious beliefs, political opinions, and sexual orientations) and the consequent threats to users’ privacy.

It is well-understood that the lack of access control mechanisms (e.g., to restrict the access to pictures, videos, and posts on the wall) may lead to unpleasant consequences, such as employers monitoring the personal life of their employees. Nowadays, most centralized social networks (e.g., Facebook) implement their own access control mechanisms (we refer to a recent study by Carminati and Ferrari for a comprehensive overview of access control mechanisms in social networks) and, recently, cryptographic solutions have been proposed to enforce access control schemes in distributed social networks.

The threats to the privacy of users, however, go well beyond access control problems. For instance, OSNs are highly vulnerable to coercion attacks, where the coercer asks the user for the password, accesses its profile, and learns the list of friends together with their recent activities. This kind of attacks have been reported in countries ruled by authoritarian governments, where people use social networks to organize protest activities and to publish documents that would be censored otherwise. In such settings, the privacy of social relations is a fundamental property as well as user anonymity. Combining anonymity with forms of access control is crucial to ensure that certain documents can only be read or posted by friends as opposed to hostile users. Anonymity and privacy are also desirable in many other applications that can run on top of social networks, such as content sharing and feedback reports.

In this paper, we present a cryptographic framework to achieve a wide range of security properties in OSNs, including access control, privacy of social relations, secrecy of resources, and anonymity of users. We illustrate our technique on a core API for social networking, which includes methods for establishing social relations and for sharing resources. Our framework does not constrain the underlying social network and, in particular, constitutes an ideal plug-in for distributed social networks, where social information and OSN functionality are decoupled and users can choose where and how to store their data. Distributed social networks allow users to strengthen their control over sensitive material and, in addition, facilitate the

1We remark that our API could be implemented on top of centralized social networks as well, for example, to bypass the native access control mechanisms and achieve more fine-grained security properties.
management and interoperability of different networks and services.

**Our contributions.** The contribution of this paper is three-fold:

- **Cryptographic Framework.** We present a number of cryptographic protocols to securely implement the methods of our API. In a nutshell, the fundamental idea is to use pseudonyms to hide user identities, signatures on these pseudonyms to establish social relations, and non-interactive zero-knowledge proofs of knowledge of such signatures to demonstrate the existence of social relations. More precisely, a principal $A$ establishes a social relation with principal $B$ by signing $B$’s pseudonym and a tag $R$ describing the social relation. The resulting signatures are sent to $B$ in encrypted form and are kept secret by the two principals. $B$ can demonstrate to be in a certain social relation $R$ with $A$ by proving the knowledge of a signature on its pseudonym or the knowledge of a signature on the tag $R$, depending on whether $B$ wants to reveal its identity to $A$ or not.

Access control lists are defined in terms of pseudonyms (which by themselves do not reveal user identities) and social relations. Besides the resources themselves, access control lists constitute the only information stored on the servers. Signatures are only needed by the prover while anonymously authenticating with the verifier and can be stored on some secure device while offline. Hence, an attacker compromising the server of a principal cannot get any information about its friends, not even after reading the access control lists and monitoring the incoming authentication requests.

- **Performance evaluation.** We developed a prototypical implementation of our cryptographic framework and conducted an experimental evaluation to demonstrate its efficiency. The zero-knowledge proofs, which dominate the communication and computational complexity of our protocols, are a few kilobytes in size and their generation and verification takes less than one second on average.

- **Formal security analysis.** We provide a formal and automated security proof of our protocols. We specify the cryptographic protocols in a process calculus we formalize access control policies and secrecy requirements as trace properties, and we characterize the anonymity guarantees provided by our protocols in terms of observational equivalence relations. We consider a strong adversarial model where the attacker has the control over the social relations, the access control policies, some of the protocol parties, and the protocols executed by the users.

The security properties are successfully verified using ProVerif, a state-of-the-art automated theorem prover based on Horn clause resolution that provides security proofs for an unbounded number of protocol sessions and parties.

**Related Work.** Privacy and anonymity in online social networks are an emerging security problem, as witnessed by the vast literature on this topic Weaknesses of and attacks on OSNs account for a large part of that literature. To the best of our knowledge, this work presents the first generally applicable framework to formally define and to provably achieve anonymity of users, secrecy of exchanged resources, and privacy of social graphs in OSNs.

Our work is close in spirit to some recent OSN projects. Our work is close in spirit to some recent OSN projects.

Safebook by Cutillo, Molva, and Strufe is a distributed social network implementation based on a special peer-to-peer overlay network, named matryoshka after its shape. The idea of Safebook is to capitalize on the trust relations among users to achieve integrity and privacy properties. Intuitively, external observers do not learn any information on the social graph as messages are passed from the outside of the matryoshka to its inside. In our approach, the signatures that witness the friendship relations are stored on a secure external medium and thus not only external observers but even attackers that successfully compromise the server of a user do not learn any information on the social graph. The access control in Safebook is based on public-key cryptography and users have no means to hide their identities from the other parties involved in the protocol. We provide a more fine-grained approach by assigning each resource an individual access control list and by harnessing the power of zero-knowledge proofs to provide authentication modalities that do not sacrifice user anonymity. Finally, our approach does not rely on any particular network topology.

Persona by Baden et al. implements a distributed social network with distributed data storage. Access control is obtained by employing a combination of traditional public-key cryptography and attribute-based encryption (ABE) scheme. In ABE schemes, attributes such as “neighbor” are assigned to users and data is encrypted such that only
participants holding the assigned attributes can decrypt the data. The combination of classical public-key schemes and ABE schemes has the drawback of increased key management complexity. Our implementation uses only traditional public-key cryptography and, consequently, only two key pairs need to be stored. Also, our approach does not require a trusted third party for the key setup as necessary in ABE schemes.

The social network scheme proposed by Sun, Zhu, and Fang [45] is closely related to Persona, however, access control along with an efficient revocation mechanism is achieved by using broadcast encryption [28]. This social network scheme also requires a trusted third party for key management. Due to the distributed storage on untrusted network sites, a considerable computation effort is required to enable searches on encrypted data. In our approach, data servers are operated and maintained by the data owner and search queries can be performed on unencrypted data without computational overhead.

Both of these works mainly specify the cryptographic implementation of their corresponding APIs, the security proofs are not formal and do not consider possible unintended interleavings of API calls. Sun et al. discuss how their scheme can be modified to allow for an anonymous social network but their model significantly differs from ours: they are mainly concerned with maintaining the anonymity of the resource providers. We on the other hand guarantee the unconditional anonymity of the requester. Further, we have formalized all desired security properties such as authenticity, secrecy, and anonymity, and proven them using ProVerif, an automated theorem prover that provides security proofs for an unbounded number of protocol sessions. In particular, this excludes all unintended protocol interleavings. In addition, our approach does not require any trusted third parties.

Mezzour et al. solve the problem of finding a relationship path in social networks where the relationships are kept secret [57]: the idea is to use cryptographic token propagation and a private set intersection protocol together with homomorphic encryption, which allows for path discovery even when users are offline. Our work focuses also on the enforcement of anonymity properties and we thus describe a protocol that allows us to anonymously register a “friend of a friend” relation rather than an algorithm for path discovery. Due to the nature of our protocols and the degree of freedom regarding the employed encryption scheme, however, we might use the technique Mezzour et al. to obtain a sophisticated way of finding social acquaintances in a private social graph.

Lockr [51] by Tootoonchian et al. is a cryptographic framework to achieve access control and privacy of social graphs. Lockr is among the first architectures to propose a separation of the social graph from the content of social networks and it shows that this is possible even without the support of the underlying OSN. Nonetheless, the authentication protocol in Lockr does not preserve the anonymity of users. The attacker can thus retrieve the social relations of a principal by simply monitoring the incoming authentication requests. Our approach allows users to authenticate using pseudonyms or social relations (thus hiding their identity), and we even offer the option to authenticate anonymously without revealing anything other than the knowledge of a signature.

Although the setting is different, our work may resemble the anonymous delegatable credential scheme [10] by Camenisch et al. which enables a root authority to issue anonymous credentials that can further be delegated. Our protocol intentionally does not allow for such a delegation. Further, the credential scheme is explicitly rooted at a certain node, i.e., a credential can always be assigned to the original root authority. In our scheme, any user can act as a source and it is hence sufficient to only issue a signature once and for all rather than once for every possible origin.

Backes et al. have recently introduced the concept of anonymous webs of trust [4]. The goal of that work is to allow principals to prove trust relations in an anonymous way, which is achieved by deploying zero-knowledge proofs. Although these proofs can be used to prove complex trust relations, they are in general expensive and turn out to be practical only for short key sizes.

We finally mention that neither group signatures [19, 11, 16] nor ring signatures [43, 55] suffice to provide the properties we achieve by means of zero-knowledge proofs. Group signatures usually rely on a group manager that sets up the group and can reveal the creator of a particular signature (traceability). Consequently, it is impossible to provide the anonymity of the requester as a corrupt group manager is able to immediately determine the originator of a request. Notice that the revocation can also be used to break our targeted anonymity property by consecutively revoking the signing capabilities of all members in a particular group. Further, each group membership requires a separate key, increasing the key management complexity. Ring signatures cannot be used either as the public keys of all ring members need to be publicly known, which reveals the social graph.

Outline of the paper. Section 2 introduces our API. Section 3 gives an overview of the cryptographic protocols and Section 4 describes the cryptographic setup in detail. Section 5 illustrates the performance evaluation and the experimental results. Section 6 gives a formal and automated security proof of our protocols. Section 7 concludes and gives directions for further research.
2. A Core API for Social Networking

This section describes a security API for social networking, which includes methods to establish social relationships as well as to upload and download resources. In this paper, we do not aim at specifying a fully fledged API, since this would comprise a variety of application-dependent methods that are similar to each other and present the same problem (e.g., getImage, getVideo, readPost, etc.). We rather focus on a concise set of methods, which suffice to encode the others (e.g., a single primitive getResource is sufficient to encode the aforementioned methods) and allow us to deal with all the problems related to the cryptographic realization of an API for social networking.

A central feature of our API is that social links are kept secret and principals can engage in social activities (e.g., post a comment or retrieve a picture) without disclosing their identities.

We could not keep social relations private if access control lists revealed the identity of the principals with read and write capabilities: an attacker compromising the server of principal A would be able to read the access control lists stored therein and immediately learn the identity of A’s friends. For this reason, access control lists are defined on masks (cf. Table 1), which are ranged over by \( \mathcal{M} \) and consist of either a pseudonym \( p \) or a social relation \( \mathcal{R} \). The idea is that a user \( B \) communicates its pseudonym \( p_B \) while establishing social relations: \( B \) is the only user that can use this pseudonym and only the users whom \( B \) registered with know the link between \( p_B \) and \( B \) (the pseudonym itself does not reveal any information about the owner’s identity, cf. Section 3.2). We do not impose constraints on the usage of pseudonyms: \( B \) can decide to always use the same pseudonym such that friends can track all its activities or to use different pseudonyms to become unlinkable. The social relation \( \mathcal{R} \) is simply a tag characterizing a certain social relation. An access control list consists of a list of pairs, whose first component is a mask and the second component is an operation (e.g., \( r \), \( w \), and \( rw \)). For instance, \( \{(p_B, rw), \{\text{friends}, r\}\} \) is an access control list specifying that the associated resource can be read and written by the principal with pseudonym \( p_B \) and it can additionally be read by the principals in the \( \text{friends} \) relation.

The protocols comprising our API are designed to protect the social relations and the anonymity of principals against external observers and against attackers that compromise the servers running the API. A dishonest principal can of course reveal its social relations but an attacker that observes the network traffic or breaks into an API server should not be able to learn them. The key idea to achieve this strong anonymity property is that principals can get and post resources by simply revealing their pseudonym or by proving to be in a certain social relation with the resource provider. Our cryptographic realization does not require the resource provider to store any information about its social relations, just the access control lists. This means that an attacker compromising the server of the resource provider cannot get any information about its friends, not even after reading the access control lists and monitoring the incoming authentication requests. The requester, instead, has to prove to be associated to a certain pseudonym or to be in a certain social relation with the resource provider. This procedure requires the knowledge of some information about the social relations that is, however, only needed when a principal goes online and wants to authenticate. Hence, these data do not need to be stored on a server (they can be stored, for example, on a secure portable device) and they are not leaked in case of server compromise.

Note that an ACL does not reveal enough structure about the social graph to apply de-anonymization techniques [39]. An access control list typically consists of social relations that do not reveal any structural information on the social graph. Should a user decide to mainly use pseudonyms, “padding” the ACL with fake pseudonyms (e.g., stipulating that social relatives register only fresh pseudonyms and adding fake pseudonyms until all resources have 1000 pseudonyms associated with them) suffices to hide the actual structure of the social graph and to render de-anonymization techniques inapplicable. Such a blinding technique has no consequence for the requester and only a negligible computational overhead for the resource provider. Moreover, since all signatures, i.e., the so-
cial relations, and the pseudonym-user bindings are stored on a well-hidden external device, even complete access to a number of servers will not reveal any social relation.

We now describe the methods composing the API, which are summarized in Table 1. We write $A.M$ to denote the method $M$ exported by $A$’s API.

$\text{R} \leftarrow A.register(B, p_B)$: This method takes as input the identifier $B$ of the principal that wants to establish a social relationship with $A$ and a pseudonym $p_B$ chosen by $B$ (cf. Section 3.2). This method returns a tag $\text{R}$ chosen by $A$ to characterize the social relation (e.g., a string such as “friends” or a number). The cryptographic realization ensures that the caller corresponds to the identifier specified in the argument. The pseudonym $p_B$ can be used by $A$ to allow user-based access to $B$ when setting up its access control list. Although $A$ is able to link $p_B$ to $B$’s identity, the pseudonym itself does not reveal anything about $B$’s identity, which is crucial to achieve anonymity even if $A$’s server is compromised, the access control list is leaked, and the incoming authentication requests are monitored.

$hdl(res_1), \ldots, hdl(res_n) \leftarrow A.getHandles(M_B)$: This method takes as input the caller’s mask $M_B$ and returns the handles to $A$’s resources. A handle identifies and describes the resource without disclosing it. Handles are passed to the other methods to specify the resource of interest, as discussed below. Since this method takes as input the caller’s mask, $B$ has the option to reveal its pseudonym or to stay anonymous by just proving to be in a certain social relation with $A$, depending on whether $A$ accepts anonymous requests or reveals its handles only to non-anonymous requesters.

$\text{res} \leftarrow A.getResource(M_B, hdl(res))$: This method takes as input the caller’s mask $M_B$ and the handle $hdl(res)$ of the requested resource. If $M_B$ is given read access to $\text{res}$ in the corresponding access control list, getResource returns the resource $\text{res}$.

$\text{ack} \leftarrow A.putResource(M_B, hdl(res), res')$: This method takes as input the caller’s mask $M_B$, the handle $hdl(res)$ of the resource to modify, and the new content $res'$. This method encodes the methods used by $B$ to post comments on $A$’s wall, to upload pictures, and so on. Typically, messages and pictures are appended while other resources such as the profile picture are replaced. We intentionally leave the actual behavior of this method unspecified, since it depends on the specific social network and on the kind of resource.

$\text{R} \leftarrow A.indirectRegister(\mathcal{R}_{AB}, p_B, C)$: This method allows users to establish indirect social relations (e.g., “friend of a friend”). It takes as input the social relation $\mathcal{R}_{AB}$ between $A$ and $B$, a pseudonym $p_B$ chosen by $B$ and the identifier $C$ of the principal which $B$ is interested in establishing an indirect relation with. Notice that $B$ must be in a direct social relation with $A$, and $A$ has to be in a direct social relation with $C$. The idea is that if $C$ accepts indirect relations, $B$ can ask $A$ to establish an indirect relation with $C$ on his behalf. This method returns a tag $\text{R}$ that describes the newly established social relation between $C$ and $B$.

This method could in principle be cascaded to establish indirect relationships of arbitrary degree (e.g., “friend of a friend of a friend” relations). Since such relations are not used in practice, we do not consider them further here.

$C_1, \ldots, C_n \leftarrow A.getFriends(M_B)$: This method takes as input the caller’s mask $M_B$ and returns the list of $A$’s friends that accept indirect relations. Notice that $B$ must be in a direct social relation with $A$ and the identities of $A$’s friends that do not accept indirect social relations are not disclosed.

The API additionally comprises standard functions to deal with access control lists (e.g., creation and modification). Since these operations are local, they do not need any cryptographic infrastructure and, for the sake of readability, we omit them throughout this paper.

3. Overview of the Cryptographic Protocols

We now describe the cryptographic protocols implementing the API described in Section 2.

3.1. Preliminaries

In the following, we let $\text{sign}(M, sk_B)$ denote the signature on message $M$ with $B$’s signing key $sk_B$, $\text{check}(S, M, vk_B)$ denote the verification of the signature $S$ on message $M$ with $B$’s verification key $vk_B$ (the verification succeeds if and only if $S = \text{sign}(M, sk_B)$), $\text{enc}(M, ek_B)$ denote the encryption of $M$ with key $ek_B$, and $\text{dec}(E, dk_B)$ denote the decryption of $E$ with $B$’s decryption key $dk_B$ (the decryption succeeds and returns $M$ if and only if $E = \text{enc}(M, ek_B)$).

Borrowing the notation introduced by Backes et al. [3], we write $ZK[stm; M_1, \ldots, M_i; N_1, \ldots, N_n]$ to symbolically represent a non-interactive zero-knowledge proof.
of knowledge of the statement $stm$ with private values $M_1, \ldots, M_m$ (these values are also called witnesses) and public values $N_1, \ldots, N_n$. The private values are kept secret by the proof while the public ones are revealed. The statement is built on place-holders $\alpha_i$ for the $i$-th private value and $\beta_j$ for the $j$-th public values. In a way of example, $ZK(\text{check}(\alpha_1, \alpha_2, \beta_1); \text{sign}(M, \text{sk}_B), M; \text{vk}_B)$ is a proof that the prover knows a signature made by $B$. Notice that the zero-knowledge proof reveals neither the signature nor the signed message; just the verification key is revealed. $ZK(\text{check}(\alpha_1, \beta_1, \beta_2); \text{sign}(M, \text{sk}_B); M, \text{vk}_B)$ is similar but the message $M$ is revealed to the verifier. We finally write $\text{ver}(ZK, stm)$ to denote the verification of the zero-knowledge proof $ZK$ (the verification succeeds if $ZK$ is a zero-knowledge proof of statement $stm$ and this statement holds true after replacing the place-holders with the corresponding private and public values). As we will see, the zero-knowledge proofs used in our cryptographic realization enjoy the non-malleability property, i.e., both secret and public values can be seen as hard-coded into the proof in such a way that they cannot be changed without re-computing the proof. The cryptographic implementation is described in detail in Section 4.

### 3.2. Pseudonyms

Pseudonyms are used to authenticate with friends, who know the binding between pseudonyms and principals. A basic property of pseudonyms is to be uniquely binding, meaning that only their owners should be able to use them for authentication purposes. This can be easily achieved in our framework by employing a technique inspired by the Pseudo-Trust protocol [36]: given a one-way function $f$, a principal can generate a random number $r$ and let its pseudonym be $f(r)$. To avoid impersonation attacks, it suffices to send in the registration and authentication protocols a zero-knowledge proof of knowledge of the preimage of $f(r)$, which is hard to compute for any other principal given the one-way function property.

### 3.3. Revocation

Equipping pseudonym systems such as Pseudo-Trust [36] and our API with a revocation mechanism is an open problem. In Pseudo-Trust and in our API, a zero-knowledge proof shows possession of a credential. As this credential is hidden by the proof, credential-based revocation is hard to achieve. Typical revocation mechanisms such as revocation signatures also fail since one would have to prove that no revocation signature exists (this is a false statement, since the revocation signature exists even if it has not been computed yet).

Nonetheless, we can circumvent credential revocation while still obtaining similar results. In the spirit of anonymous webs of trust [4], we can periodically re-issue all credentials based on a global interval. The authenticating zero-knowledge proof would then additionally prove that the signature is valid, i.e., it belongs in the current interval.

One might also draw inspiration from Sun et al. [45] and use a broadcast encryption scheme to mimic revocation: when answering a get-request, the resource is encrypted using the broadcast encryption; a revoked receiver would not be able to decrypt the resource. Before accepting a put-request, a challenge-response protocol is executed to ensure that the key of the requester has not been revoked yet.

### 3.4. Cryptographic Protocols

We now give a detailed description of the cryptographic protocols implementing the API methods.

\[ R \leftarrow A \text{register}(B, p_B) \]: The protocol is depicted in Figure 1B. $R$ starts the registration procedure by encrypting two messages for $A$: a signature and a non-interactive zero-knowledge proof of knowledge. The signature is on $A$’s identifier, a pseudonym $p_B$, and a fresh (symmetric) session key $k$ to be used in the response. The zero-knowledge proof shows that the pseudonym is of the form $f(r)$ and that the prover knows the preimage $r$, thus ensuring that principals can only register with their own pseudonyms. Notice that the zero-knowledge proof does not reveal $r$, which is crucial to avoid impersonation attacks. We attach the intended receiver’s identifier $A$ to the proof, to ensure that $A$ cannot reuse this proof to impersonate $B$ with other users. $A$ replies by encrypting a signature on $p_B$ and a signature on the tag $R$ describing the social relation $[4]$. While the encryptions prevent potential eavesdroppers from learning the identity of the parties, the signatures used in this protocol ensure the integrity of the registration request and the registration response. The signatures in the response also constitute the basis of our zero-knowledge proofs. We remark that social relations are unidirectional but they can straightforwardly be made bidirectional by running twice the registration protocol.

\[ \text{hdl}(res_1), \ldots, \text{hdl}(res_n) \leftarrow A \text{getHandles}(M_B) \]: The protocol is depicted in Figure 2B. $B$ sends a zero-knowledge proof in encrypted form to authenticate
with $A$. We provide three authentication modalities, namely, **pseudonymous authentication**, **relation authentication**, and **anonymous authentication**. In the pseudonymous authentication, $B$ proves the knowledge of a signature from $A$ on the pseudonym $p_B$, which is revealed by the proof, as well as the knowledge of the preimage of $p_B$. In the relation authentication, $B$ proves the knowledge of a signature from $A$ on the tag $R$, which is revealed by the proof. In the anonymous authentication, $B$ proves the knowledge of a signature from $A$, without revealing the signed message. A fresh session key $k$ to be used in the response is attached to the zero-knowledge proof. $A$ verifies the proof, checks which resource handles the prover has the permission to read, and sends them to the prover encrypted with the session key received in the first message. This protocol is used to implement also the getResource, putResource, getFriends methods. The only difference is that the additional arguments (e.g., $hdl(res)$ in the case of getResource) are attached to the proof (denoted as $S$ in the picture) and the message encrypted in the response is in general the result of the method call (denoted as result in the picture).

The three authentication modalities give different anonymity guarantees and their usage depends on the required service (or resource) and on the access control list. For instance, if a certain resource $res$ is protected by the access control list $[(p_B, rw), (friends, r)]$, then $B$ can run the relation authentication protocol to read $res$ but $B$ has to run the pseudonymous authentication protocol, thus revealing its identity to $A$, to write on $res$. In general, there is a trade-off between the restrictiveness of access control lists and the anonymity of requesters.

\[
\begin{align*}
A & \quad B \\
\text{k} & \leftarrow \text{GEN}_{\text{key}} \\
\text{enc}((\text{sign}((A, p_B, k), sk_B), ZK), ek_A) & \quad ZK := ZK[\beta_1 = f(\alpha_1); \ r; p_B, A] \\
\text{ver}(ZK, \beta_1 = f(\alpha_1)) & \leftarrow \text{true} \\
\text{enc}_{\text{sym}}(\text{sign}(p_B, sk_A), \text{sign}(R, sk_A), k) & \leftarrow \text{true}
\end{align*}
\]

**Figure 1. Protocol for register**

\[
\begin{align*}
A & \quad B \\
\text{enc}(ZK, sk_A) & \quad \text{stm} := \text{check}(\alpha_1, \beta_1, \beta_2) \\
\text{ver}(ZK, \text{stm}) & \leftarrow \text{true} \\
\text{enc}_{\text{sym}}(\text{result}, k) & \leftarrow \text{true}
\end{align*}
\]

**Figure 2. Protocol for getHandles, getResource, putResource, getFriends**

Pseudonymous Authentication:
- $ZK := ZK[\text{stm}; \text{sign}(p_B, sk_A); \ r; p_B, vk_A, k, S]$ 
- $\text{stm} := \text{check}(\alpha_1, \beta_1, \beta_2)$
- $\text{Anonymous Authentication:}$
- $ZK := ZK[\text{stm}; \text{sign}(R, sk_A); R; vk_A, k, S]$ 
- $\text{stm} := \text{check}(\alpha_1, \alpha_2, \beta_1)$

Relation Authentication:
- $ZK := ZK[\text{stm}; \text{sign}(R, sk_A); R, vk_A, k, S]$ 
- $\text{stm} := \text{check}(\alpha_1, \beta_1, \beta_2)$

Anonymous Authentication:
- $ZK := ZK[\text{stm}; \text{sign}(R, sk_A), R; vk_A, k, S]$ 
- $\text{stm} := \text{check}(\alpha_1, \alpha_2, \beta_1)$

\[
\begin{align*}
\mathcal{R}_{CB} & \leftarrow A.\text{indirectRegister}(\mathcal{R}_{AB}, p_B, C) \\
& \text{The protocol is depicted in Figure 3.} \\
& B \text{ sends an encrypted zero-knowledge proof to } C, \text{ proving to be the owner of the pseudonym } p_B. \text{ A session key } k \text{ to be used in the final response from } C \text{ is attached to this proof.} \\
& B \text{ also sends an encrypted zero-knowledge proof to } A, \text{ proving to be in a certain social relation } \mathcal{R}_{AB} \text{ with } A. \text{ The pseudonym } p_B \text{ is also attached to this proof.} \\
& A \text{ verifies the proof and sends to } C \text{ another zero-knowledge proof, showing to be in the social relation } \mathcal{R}_{CA} \text{ with } C \text{ and stating to be in the social relation } \mathcal{R}_{AB} \text{ with the owner of } p_B (\mathcal{R}_{AB} \text{ and } p_B \text{ are attached to the proof).} \\
& C \text{ verifies the proof and sends in encrypted form to } B \text{ a signature on the pseudonym } p_B \text{ and a signature on a tag } \mathcal{R}_{CB} \text{ describing an indirect social relation obtained from the relations } \mathcal{R}_{CA} \text{ and } \mathcal{R}_{AB}.
\]

In order to allow for fine-grained access control policies, we additionally enable a similar protocol in which $A$ authenticates with $C$ by revealing its pseudonym $p_A$ instead of the social relation $\mathcal{R}_{CA}$. This variant allows $C$ to build more precise access control lists, built on relations of the form “friends-of-$p_A$” instead of “friends-of-friends”.

\[
\begin{align*}
\mathcal{R}_{CB} & \leftarrow A.\text{indirectRegister}(\mathcal{R}_{AB}, p_B, C): \text{ The protocol is depicted in Figure 3.} \\
& B \text{ sends an encrypted zero-knowledge proof to } C, \text{ proving to be the owner of the pseudonym } p_B. \text{ A session key } k \text{ to be used in the final response from } C \text{ is attached to this proof.} \\
& B \text{ also sends an encrypted zero-knowledge proof to } A, \text{ proving to be in a certain social relation } \mathcal{R}_{AB} \text{ with } A. \text{ The pseudonym } p_B \text{ is also attached to this proof.} \\
& A \text{ verifies the proof and sends to } C \text{ another zero-knowledge proof, showing to be in the social relation } \mathcal{R}_{CA} \text{ with } C \text{ and stating to be in the social relation } \mathcal{R}_{AB} \text{ with the owner of } p_B (\mathcal{R}_{AB} \text{ and } p_B \text{ are attached to the proof).} \\
& C \text{ verifies the proof and sends in encrypted form to } B \text{ a signature on the pseudonym } p_B \text{ and a signature on a tag } \mathcal{R}_{CB} \text{ describing an indirect social relation obtained from the relations } \mathcal{R}_{CA} \text{ and } \mathcal{R}_{AB}.
\]

In order to allow for fine-grained access control policies, we additionally enable a similar protocol in which $A$ authenticates with $C$ by revealing its pseudonym $p_A$ instead of the social relation $\mathcal{R}_{CA}$. This variant allows $C$ to build more precise access control lists, built on relations of the form “friends-of-$p_A$” instead of “friends-of-friends”.
Concerning the anonymity guarantees provided by this protocol, A does not learn the identity of B, and C learns neither the identity of A nor the one of B (at most, the pseudonym of A is revealed to C in the pseudonymous authentication variant). Finally, since the session key is sent directly by B to C, A can neither read nor modify the signatures sent by C to A.

3.5. Discussion

Assumptions. Our protocols assume an established public-key infrastructure (PKI), i.e., all public keys are bound to their owner and this binding is verifiable. This can be realized by classical PKIs (e.g., VeriSign [32]), webs of trust (e.g. PGP [41]), or off-band communication (e.g., key signing parties [35]). Further, we assume an anonymous channel, i.e., a channel from which protocol participants can anonymously read and onto which they can anonymously write. In practice, such a channel can be realized using onion routing techniques [32, 26] or mix nets [18].

Attacker model and privacy properties. The attacker model considered in this paper comprises external observers eavesdropping the communication channel as well as attackers compromising the servers (e.g., by malware or coercion), reading the data stored thereon, and monitoring the subsequent incoming requests. The goal of our API is to preserve the privacy of social relations and to guarantee the anonymity of parties. Intuitively, external observers do not learn any information since all communication is encrypted. The only data revealing information about the social relations are the signatures released in the register and indirectRegister protocols. These signatures do not have to be stored on the servers, since they are proven in zero-knowledge, the verifier does not need them to verify the proof, and the prover only needs them while requesting a specific resource (they can be stored, for example, on a portable device and be hidden or destroyed in case of an attack). If a coercer asks the resource provider for the link between pseudonyms and principal identities, the resource provider can cheat and give fake associations since these cannot be verified by the coercer. Therefore, an attacker taking the control over the server of a principal does not gain any information about the social relations of that principal. In addition, a principal A can authenticate by revealing either its pseudonym, in which case A implicitly reveals its identity to the verifier who knows the link between pseudonyms and identities, or its social relation, in which case A obtains a form of k-anonymity in that its identity is hidden behind the number of people in the same social relation. We conducted a formal security analysis that is described Section 6.

Zero-knowledge proofs as anonymous signatures. We remark that the verification of the zero-knowledge proofs deployed in our protocols does not involve any secret information. In fact, these proofs can be verified by everybody, not only the intended verifier, and can thus serve as a kind of publicly verifiable anonymous signatures. In a way of example, the zero-knowledge proofs involved in the putResource protocol can be attached to the resource (e.g., a comment on A’s wall) to provide a publicly verifiable information on the origin of that resource (e.g., a “friend of A”).

4. Cryptographic Implementation

We now introduce the basic building blocks of our protocols and describe how they can be combined to achieve the desired zero-knowledge property. In the following we use the notation $e \in_R S$ to denote that $e$ is drawn uniformly at random from the set $S$.

Camenisch-Lysyanskaya signature. This signature scheme was introduced Camenisch and Lysyanskaya [14] together with some zero-knowledge proofs. A public key is

---

**Figure 3. Protocol for indirectRegister**

- $C \rightarrow A \leftarrow B$
- $k \leftarrow GEN_k$
- $\overline{\text{enc}(ZK_1, \text{ek}_C)}$
- $\overline{\text{enc}(ZK_2, \text{ek}_A)}$
- $\overline{\text{ver}(ZK_2, \text{stm}_2)} \equiv \text{true}$
- $\overline{\text{ver}(ZK_3, \text{stm}_3)} \equiv \text{true}$
- $\overline{\text{enc}_\text{sym}((\text{sign}(pB, \text{sk}_C), \text{sign}(\text{stm}_A, \text{sk}_C)), k)}$
a tuple \( \text{vk} = (a, b, c, n) \) where \( n = p \cdot q \) is a special RSA modulus, i.e., \( p = 2 \cdot p' + 1 \), \( q = 2 \cdot q' + 1 \), and \( p, p', q, q' \) are primes. The numbers \( a, b, \) and \( c \) are uniformly random elements of \( \text{QR}(n) \), the group of quadratic residues modulo \( n \). The corresponding secret key is \( \text{sk} = p \). Since factorizing \( n \) is assumed to be hard, the attacker cannot efficiently compute \( \text{sk} \).

To sign a given message \( m \in \{0, \ldots, 2^m\} \), one chooses a random prime \( e \) of length \( \ell_e \geq \ell_m + 2 \) and a random number \( s \in \mathbb{R} \{0, \ldots, 2^\ell_m + \ell_m + 2\} \) where \( \ell_m \) is an upper bound of the length of the messages to be signed, \( \ell_n \) is the bit-length of \( n \), and \( \ell \) is a security parameter. In practice, \( \ell = 160 \) is considered secure. Finally, one computes \( v \) such that:

\[
v = a^m \cdot b^s \cdot c^{1/e}
\]

Here and throughout this paper, we write \( v \equiv_n u \) to say that \( u \) is equivalent to \( v \) modulo \( n \). If the modulus is clear from the context, we often write \( v = u \) to denote \( v \equiv_n u \). Notice that the factorization of \( n \) is used to efficiently compute \( 1/e \).

The signature on message \( m \) is the tuple \( \text{sig}_m = (e, s, v) \).

Given \( \text{vk} = (a, b, c, n) \), \( m \), and \( \text{sig}_m = (e, s, v) \), the verification of the signature \( \text{sig}_m \) is performed by checking that \( 2^{\ell_n - 1} < v < 2^{\ell_n} \) along with the following equivalence:

\[
v^e = a^m \cdot b^s \cdot c
\]

This equation constitutes the cryptographic instantiation of the predicate check(\( \text{sig}_m, m, \text{vk} \)) discussed in Section 2.

Under the commonly used strong RSA assumption, the Camenisch-Lysyanskaya signature scheme is secure against existential forger attacks. Security against existential forger is the standard notion of security when dealing with signature schemes.

**Definition 1** (Strong RSA Assumption). Upon input of an RSA modulus \( n \) and an element \( u \in \mathbb{Z}_n^* \), it is hard to compute values \( v > 1 \) and \( e \) such that \( v^e \equiv_n u \) mod \( n \). More formally, for all polynomial-time circuit families \( \{A_k\} \), there exists a negligible function \( \mu(k) \) such that

\[
Pr[n \leftarrow \text{RSAmodule}(1^k); u \leftarrow \text{QR}_n; (v,e) \leftarrow A_k(n,u) : e > 1 \land v^e \equiv_n u] = \mu(k)
\]

**Zero-knowledge proofs.** Zero-knowledge proofs were first introduced by Goldwasser, Micali, and Rackoff and have since then become a key element of many cryptographic protocols. A zero-knowledge proof is an interactive proof system \( (P, V) \) between two parties: the prover \( P \) and the verifier \( V \). Both parties obtain the statement to be proven as input, the prover additionally receives a witness to the given statement. Besides the usual completeness and soundness properties, the zero-knowledge property ensures that even a malicious verifier cannot learn any information on the prover’s witness. Our zero-knowledge scheme builds on a very efficient class of zero-knowledge protocols, called \( \Sigma \)-protocols [21]. We briefly review below the basic building blocks of our scheme.

**\( \Sigma \)-protocols and their properties.** \( \Sigma \)-protocols comprise three message exchanges: commitment (com), challenge (ch), and response (resp), sent by the prover, the verifier, and the prover respectively. The protocols below enjoy the special soundness and the special honest verifier statistical zero-knowledge (SHVSZK) properties [21].

Special soundness is a strong form of proof of knowledge and guarantees that a prover is in possession of a witness. This property says that, given two protocol transcripts with the same commitment but different challenges, one can extract a witness to the proven statement. Honest verifier zero-knowledge is a variant of the zero-knowledge property where the verifier chooses the challenge uniformly at random from the challenge space and, in particular, independently of the commitment sent by the prover. We write \( \{\text{ZK}(\bar{a}) : S\} \) to denote a proof of knowledge of witnesses \( \bar{a} \) for statement \( S \).

\( \Sigma \)-protocols can be combined together to prove logical conjunctions and disjunctions of their respective statements [21].

**Committed.** A commitment scheme consists of the commit phase and the open phase. Intuitively, it is not possible to look inside a commitment until it is opened (hiding property) and the committing principal cannot change the content while opening (binding property). Using commitments, we hide the witnesses of a proof and, at the same time, we are able to perform computations on them. We use the integer commitment scheme by Damgård and Fujisaki and.

A commitment key comprises a special RSA modulus \( n \) of length \( \ell_n \), \( g \in \mathbb{R} \text{QR}(n) \), and \( h \in \mathbb{R} (g) \) where \( (g) \) denotes the group generated by \( g \). To commit to an integer \( x \), one draws \( r \in \mathbb{R} \mathbb{Z}_n \) and computes the commitment \( C \equiv_n g^x h^r \). To open a commitment, one sends the tuple \((x, r)\) to the verifier who checks whether \( C \equiv_n g^x h^r \) or not. We let \( \|C\| \) denote the value committed to in \( C \).

**Representation proofs.** These proofs are used to show knowledge of a representation of an element \( y \) with respect to base elements \((g_1, \ldots, g_m)\). In particular, we use

\[\footnote{The zero-knowledge property is formalized using a simulator that, without having access to the witness to a given statement, creates simulated proof transcripts that are indistinguishable from actual protocol transcripts. Intuitively, this guarantees that the proof cannot be used to gain any information on the witness.} \]
these proofs to show ownership of a pseudonym, i.e., to prevent impersonation attacks on pseudonyms. We write \( \{ZK((\alpha_i)_{i=1,\ldots,m}) : y = \prod_{i=1}^{m} g^{\alpha_i} \} \) to denote such representation proofs. If we use the base elements from the commitment scheme, we often write \( \{ZK(\alpha) : \|C\| = \alpha \} \) to denote \( \{ZK(\alpha, \rho) : C = g^\rho h^\alpha \} \).

We use the representation proofs suggested by Fujisaki and Okamoto [30]. The prover chooses \( r_1, \ldots, r_m \in \mathbb{Z}_p \) and computes the commitments \( w_1 = \prod_{i=1}^{m} g^{r_i} \) and \( w_2 = \prod_{i=1}^{m} g^{r_i^2} \). The prover responds to the challenge \( c \) sent by the verifier with \( s_i = r_i - c \cdot x_i \), for \( i = 1, \ldots, m \). The verifier accepts if and only if \( w = y^c \prod_{i=1}^{m} g^{s_i} \).

Proofs of equality of discrete logarithms. These proofs are used to show that two commitments \( y_1 \) and \( y_2 \) contain the same value (i.e., \( [y_1] = [y_2] \)). Such proofs can be used to “glue” together individual proofs. For instance, one can prove the knowledge of two discrete logarithms and additionally show that they coincide. We use the proof variant suggested by Camenisch and Lysyanskaya [14].

The prover chooses \( r \in \mathbb{Z}_p \) and \( r_1, r_2 \in \mathbb{Z}_p \) and computes the commitments \( w_1 = \prod_{i=1}^{m} g^{r_i} \) and \( w_2 = \prod_{i=1}^{m} g^{r_i^2} \). The prover responds to the challenge \( c \) sent by the verifier with \( s_i = r - c \cdot x \) (in \( \mathbb{Z}_p \)), \( s_1 = r_1 - c \cdot x_1 \) (in \( \mathbb{Z}_p \)), and \( s_2 = r_2 - c \cdot x_2 \) (in \( \mathbb{Z}_p \)). The verifier accepts the proof if and only if \( w_1 = y^c \cdot g^{s_1} h^{s_1} \) and \( w_2 = y^c \cdot g^{s_2} h^{s_2} \). We write \( \{ZK(\alpha, \rho_1, \rho_2) : y_1 = g^{t_1} h^{s_1} \land y_2 = g^{t_2} h^{s_2} \} \) to denote proofs of the equality of discrete logarithms.

Range proofs. We use the range proofs proposed by Boudot [13]. A range proof guarantees that a certain committed value lies in the interval \((A, B)\), where \( A \) and \( B \) are integers. Range proofs enable us to show the range requirement on the prime number \( e \) of the signature verification equation (2) in zero-knowledge. This proof will be denoted by \( \{ZK(\alpha) : \|C\| = \alpha \land A < \alpha < B \} \). Notice that this proof does not reveal \( \alpha \), just the commitment \( C \), and the bounds \( A \) and \( B \) of the interval. For technical reasons, these range proofs require an external commitment key \((g_e, h_e, n_e)\) such that the discrete logarithm of \( h_e \) in basis \( g_e \), as well as the factorization of \( n_e \), are unknown. We hide this detail for the sake of readability.

Proving knowledge of a signature on a committed value. Given a commitment key \((g, h, n)\), a commitment \( D_x = \prod_{i=1}^{m} g^{r_i} h^{s_i} \) on a message \( x \), commitments \( D_e = \prod_{i=1}^{m} g^{r_i} h^{s_i} \), \( D_s = g^s h^r \), and \( D_e = \prod_{i=1}^{m} v g^{t_i} \) on the signature \((e, s, v)\) of \( x \), and a verification key \( \mathbf{vk} = (a, b, c, n) \) that verifies the signature on \( x \), the protocol in Figure 4 proves that \( (D, D_s, D_v) \) are commitments to a signature on the value \( x \) committed to in \( D_x \), verifiable by \( \mathbf{vk} \) with auxiliary commitments \( D_w = \prod_{i=1}^{m} w^{a} h^{b} \). The two range proofs enforce the signature verification requirement that the message \( x \) is at least two bits less in size than the prime number \( e \). This protocol constitutes the cryptographic realization of the proof \( \{ZK(\alpha_1, \alpha_2, \beta_1) : \text{sign}(m, \mathbf{sk}, m; \mathbf{vk}) \} \) from Section 3. This proof in which message \( m \) is revealed, is obtained by opening the commitment to \( m \). Camenisch and Lysyanskaya prove the following theorem as Lemma 15 [14].

**Theorem 1.** The proof in Figure 4 constitutes a special honest verifier statistical zero-knowledge proof of knowledge (SHVSZK) with special soundness of a signature on message \( x \).

It remains to show how to prove pseudonym ownership, how to make a proof non-interactive, and how to attach messages to a proof in a non-malleable way.

**Pseudonyms.** As mentioned in Section 3.3, given a one-way function \( f \), a principal can enforce the uniqueness of its pseudonym by generating a random number \( r \) and letting its pseudonym be \( f(r) \). To avoid impersonation attacks, it suffices to send in the registration and authentication protocols a zero-knowledge proof of knowledge of the preimage of \( f(r) \) to demonstrate ownership of the corresponding pseudonym.

We use modular exponentiation \( g^r = p \) in a group \( \langle g \rangle \), where computing discrete logarithms is intractable, and representation proofs to show the knowledge of preimages. Intuitively, only the owner of a pseudonym can create the corresponding representation proof as this requires the knowledge of the discrete logarithm \( r \) which is assumed to be hard to compute given only \( g \) and \( p \). This proof constitutes the cryptographic realization of the proof \( \{\text{ZK}(\beta_1 = f(\alpha_1); r; \mathbf{p}B) \} \) from Section 3. Being a \( \Sigma \)-protocol, this proof can be combined with the proof of Figure 4 to prove the logical conjunction of the two statements (cf. the pseudonymous authentication protocol from Figure 2).

**Non-interactive proofs and non-malleability.** All the zero-knowledge proofs discussed so far are interactive protocols. The Fiat-Shamir heuristic [29] allows us to turn the aforementioned interactive \( \Sigma \)-protocols into non-interactive zero-knowledge proofs of knowledge in the random oracle model. Intuitively, a random oracle is a black-box that can be queried by protocol participants: each response to a query returns a uniformly random answer that is consistent with previous queries. Using the Fiat-Shamir heuristic, the statement and the commitment (i.e., the first message sent in a \( \Sigma \)-protocol) are hashed by the prover and the resulting value is used as a challenge. Since the prover can compute all these values herself, the proof consists of one single message sent by the prover to the verifier. This message consists of the commitment and the response (the verifier must recompute the challenge). In practice, we implement the random oracle as a cryptographic hash-function.
from the SHA or the MD family such as SHA-1 or MD6. We refer the interested reader to a study by Coron et al. \[20\] for a detailed discussion about the properties of these families.

The Fiat-Shamir heuristic can also be used to attach additional values \( v \) to a proof. The trick is to hash the attached values along with the statement and the commitment while computing the challenge. The resulting proof is non-malleable, as changing the attached values results in a different challenge (and hence a verification error).

Encryption schemes. Our cryptographic implementation is parametric in the deployed encryption scheme. Since the encryption scheme is merely used to protect the privacy of data and does not play any role in zero-knowledge proofs, we can in fact choose any off-the-shelf encryption scheme.

5. Experiments

Since \( \Sigma \)-protocols may be efficient or tremendously expensive, depending on which properties are proven and which values are kept secret, we developed a prototypical implementation to test the computational and communication complexity of our cryptographic framework. We conducted the experimental evaluation on a standard notebook with a 2.5 GHz dual core processor and 4 GB memory. Our prototype is written in Java with NTL \[43\] accelerated with GMP \[48\] for the mathematical operations. We set the security parameters discussed in Section 4 to the following commonly used values: \( \ell := 80 \), \( s := 160 \), and \( t := 80 \). To determine the size of a proof, we serialized the corresponding Java object and used a compression algorithm to reduce the overhead caused by the Java serialization routine.

Proofs of knowledge of a signed relation tag. Figure 5 and Figure 6 show the generation time, the verification time, and the proof size of the zero-knowledge proofs of knowledge of a signed relation tag that are deployed in the protocol from Figure 2 (relation authentication \(^9\) and anonymous authentication variants). In Figure 5, we fix the size of the signed messages (20 bytes, which typically suffice to describe social relations) and let the key size vary (in the interval 512-4096 bits). The time required to generate and verify these proofs is less than 1 second for key sizes up to 2560 bits. NIST classifies 2048-bit keys as secure until 2030 \[40\]. The size of these proofs is very small, just a few kilobytes. In Figure 6, we fix the key size (2048 bits) and let the size of the signed message vary (in the interval 16-128 bytes). The experimental results show that increasing the size of signed messages has an irrelevant impact on the efficiency of these proofs.

Proofs of pseudonym ownership. Figure 7 shows the generation time, the verification time, and the proof size of the zero-knowledge proofs of ownership of a pseudonym that are deployed in the protocols from Figure 1 and Figure 3. The experimental results show that these proofs do not have a noticeable impact on the overall performance of our protocols: generating and verifying these proofs takes a few milliseconds and their size is negligible.

Proofs of knowledge of a signed pseudonym. Figure 8 shows the generation time, the verification time, and the proof size of the proof of knowledge of a signed pseudonym that is deployed in the pseudonymous authentication variant of the protocol from Figure 2. Since both the key-size and the pseudonym-size are determined by the security parameter \( n \), we let them vary together (in the interval 512-4096 bits). The experimental results are very similar to the ones in Figure 5 as expected given the similarities between these proofs.

Signatures and encryptions. Figure 9 shows that signatures have a modest impact on the overall performance of our protocols, which is largely determined by zero-knowledge proofs. We finally recall that our protocols do not put constraints on the encryption scheme and thus one can choose any efficient one.

Scalability. The computational and communication complexity of zero-knowledge proofs is essentially independent of the size of attached messages (i.e., those messages that do not serve as witnesses). The reason is that these messages are hashed together into the challenge of the zero-knowledge proof and hash-functions such as SHA-1 can hash several hundred megabytes of payload per second \[24\]. Such hashes can even be performed offline by storing the
state of the hash-function together with the message itself. This means that our zero-knowledge proofs can be used even in settings where users want to transfer large-size data (e.g., movies).

Users typically store two signatures for each person they register with. As signatures small in size, managing one thousand friends requires only about 50 MB of storage, i.e., significantly less than the capacity of modern a USB stick.

We finally remark that the prime numbers that are needed to sign messages can be computed offline. Signing relation tags that average 50 bytes requires 402-bit prime numbers, which can be sampled quickly. Signing a pseudonym computed with a 2048-bit prime number, instead, requires a 2050 bit prime number, whose sampling takes more time. The pseudonym size, however, is fixed and such large prime numbers can be precomputed offline.

The combination of efficient zero-knowledge proofs, fast hash-functions, small signature sizes, and the possibility to pre-compute primes enables our framework to easily scale to large size OSN.

6. Formal Verification

Although we have shown in Section 4 that the zero-knowledge proofs fulfill the desired statistical non-interactive zero-knowledge property, we have still to prove that the protocols as a whole do not suffer from attacks exploiting the protocol logic (e.g., unexpected interleavings between different protocol sessions, impersonation attacks, etc.) and provide the intended security properties. This is achieved by conducting a formal and automated security analysis. More precisely, we model our protocol in the applied pi-calculus \cite{3}, we formalize access control and secrecy as trace properties, we characterize the anonymity guarantees provided by our protocols in terms of observational equivalence relations, and we verify our model with ProVerif \cite{12, 2}, a state-of-the-art automated theorem prover that provides security proofs for an unbounded number of protocol sessions. We model zero-knowledge proofs following the approach by Backes et al. \cite{6}, for which computational soundness results exist \cite{7}. The ProVerif scripts are available online \cite{5}.

6.1. Verification of Access Control and Secrecy Properties

We define access control and secrecy properties as trace properties and we verify that all the execution traces of the applied pi-calculus process $M^{\text{trace}}$, formalizing our model, fulfill these properties. The idea is to decorate the protocol with events (i.e., logical predicates) and to verify that in all execution traces these events are executed under some conditions and in a certain order. For instance, we want to check that whenever a principal sends a resource to a
friend, then a friend must have requested that resource and an external observer does not learn that resource.

System description and attacker model. In our model we consider an unbounded number of users running the protocols of our API. For the sake of simplicity, we consider just one social relation, namely “friends”, we partition the set of users into trusted and untrusted ones, and we assume that the resources of each trusted principal can be accessed only by its friends.

The attacker is a standard Dolev-Yao active adversary with full control over the public channels. The attacker may compromise and take the control over untrusted users. The attacker additionally dictates the protocols executed by trusted users and, in particular, rules their friendship relations. Since we are interested in protecting the resources against users that are not authorized to access them, we keep the invariant that untrusted users are never in the “friends” relation with trusted ones. Notice that this invariant is not a restriction and is actually necessary to make the access control properties meaningful: they would vacuously hold if also the attacker could legitimately access honest principals’ resources.

Protocol annotations and trace properties. In the following, we concentrate on the register protocol from Figure 1, the getResource protocol from Figure 2 and the indirectRegister protocol from Figure 3. We first show the events used to decorate these protocols and then introduce the corresponding trace properties. We omit the events and the trace properties for other protocols from Figure 2 which are, however, similar to the ones for the getResource protocol.

The annotations for the register protocol are shown...
The trace property for the indirectRegister protocol is as follows:

\[ \text{EndReg}(\mathcal{R}, p_B, A, B) \Rightarrow \left( \text{Reg}(\mathcal{R}, p_B, A, B) \Rightarrow \text{BeginReg}(p_B, A, B) \right) \]  

(3)

meaning that all occurrences of events of the form EndReg(\mathcal{R}, p_B, A, B) have to be preceded by the event Reg(\mathcal{R}, p_B, A, B), which has in turn to be preceded by the event BeginReg(p_B, A, B).

The getResource protocol is annotated as shown in Figure 10. The only subtlety is that the binding between the handle \( h \) and the resource \( m \) is expressed via the event isHandleOf(\( h, m \)). Initially, this event is raised with \( h = hdl(m) \). Whenever the putResource protocol is executed, the binding between \( h \) and the new resource \( m' \) is updated by raising the event isHandleOf(\( h, m' \)).

The annotations for the indirectRegister protocol are shown in Figure 11. The trace property for the indirectRegister protocol is as follows:

\[ \text{EndReg}2(\mathcal{R}_{CB}, p_B, C, A, B) \Rightarrow \left( \text{Reg2}(\mathcal{R}_{CB}, \mathcal{R}_{CA}, \mathcal{R}_{AB}, p_B, C) \Rightarrow \left( \text{Med}(\mathcal{R}_{CA}, \mathcal{R}_{AB}, p_B, C, A) \Rightarrow \left( \text{BeginReg2}(\mathcal{R}_{AB}, p_B, C, A, B) \right) \right) \right) \]  

(5)

Even though this property might resemble property (3), there are some subtle, yet important, differences. Most notably, in the indirectRegister protocol neither \( C \) nor \( A \) knows who requested a relationship, which is reflected by \( B \)'s missing identifier in the events Reg2 and Med.

We are finally interesting in verifying that the attacker cannot learn any of the resources shared by trusted principals (cf. below). Such resources are ranged over by \( m \) in the process \( \mathcal{M}^{\text{trace}} \). This secrecy property is expressed in ProVerif as:

\[ \neg \text{attacker}(m) \]  

(6)

Analysis results. The aforementioned trace properties have successfully been analyzed using ProVerif. This static analysis constitutes an automated proof of the following theorem.

**Theorem 2 (Trace Properties).** The trace properties formalized in equations (3), (4), and (5) and the secrecy property formalized in equation (6) hold true in all execution traces of the applied pi-calculus process \( \mathcal{M}^{\text{trace}} \).

---

\[1\] ProVerif does not support the removal of events; hence, the trace property captures the fact that released resource must have been bound at some point to the handle of interest, without necessarily being the resource currently bound to it. This is just an artifact due to the theorem prover used in the analysis.
6.2. Verification of the Anonymity Property

Intuitively, we formalize the anonymity property as a cryptographic game where a distinguisher $D$ has to tell whether the protocols of our API are executed by principal $P_1$ or principal $P_2$. If it is not possible to distinguish between these two scenarios, then the protocols guarantee anonymity. In ProVerif such an indistinguishability property is formalized as an observational equivalence relation $M_{1\text{Anon}} \approx M_{2\text{Anon}}$ between two processes $M_{1\text{Anon}}$ and $M_{2\text{Anon}}$. Figure 12 depicts the most important features of this observational equivalence relation. For the sake of presentation, we concentrate on the register protocol and the getResource protocol.

System description and attacker model. The indistinguishability game is set up as follows. The attacker is a standard Dolev-Yao active adversary with full control over the public channels. In both processes, $P_1$ and $P_2$ may register with both honest principals and compromised ones (i.e., controlled by the attacker). $P_1$ and $P_2$ can also run the getResource protocol with any of the principals they are registered with. We consider a strong attacker model in which the distinguisher dictates the protocols executed by all the users, including $P_1$ and $P_2$. Hence, the distinguisher controls the topology of the whole social graph.

Indistinguishability game for the register protocol. At some point, the distinguisher may ask the test principal (i.e., $P_1$ in the process $M_{1\text{Anon}}$ and $P_2$ in the process $M_{2\text{Anon}}$) to run the registration protocol with a certain trusted principal (cf. Figure 12). The attacker should not be able to tell which of the two processes is executed, i.e., who between $P_1$ and $P_2$ is running the registration protocol. In this case, the attacker is an external observer that can just look at the exchanged messages. Notice that the attacker cannot ask the test principal to register with a compromised user, since parties have to reveal their identity in the register protocol.

Indistinguishability game for the getResource protocol. At some point, the distinguisher may also ask the test principal to run the getResource protocol with a certain trusted principal or with a compromised one. In the former case, the distinguisher may ask the test principal to run any of the three authentication variants, while in the latter case, we disallow the pseudonymous authentication variant, as this variant is meant to reveal the identity of the requester. In the former case the distinguisher is a mere external observer, in the latter case it controls the resource provider. In both cases, $A$ and $B$ must be both registered with the resource provider.

Indistinguishability game for the other protocols. The indistinguishability game for the other protocols from Figure 2 is similar to the one for the getResource protocol, while the indistinguishability game for the indirectRegister protocol is similar to the one for the register protocol.

Analysis results. The observational equivalence relation described above has successfully been analyzed using ProVerif, which constitutes an automated proof of the following theorem.

Theorem 3 (Anonymity). For the two processes $M_{1\text{Anon}}$ and $M_{2\text{Anon}}$, the observational equivalence relation $M_{1\text{Anon}} \approx M_{2\text{Anon}}$ holds true.

7. Conclusion

We presented a framework for achieving access control, privacy of social relations, secrecy of resources, and anonymity of users in social networks. Our framework relies on signatures to establish social relations and efficient zero-knowledge proofs to show the existence of such relations. Users can authenticate with each other by revealing their pseudonyms, their social relations, or by demonstrating to be in a certain social relation without revealing it. These authentication modalities provide different anonymity guarantees and allow for fine-grained access control policies. The usage of cryptography makes our framework an ideal plug-in for distributed social networks. The cryptographic protocols underlying our framework are very efficient and scale to large-size OSN.

We have developed a prototypical implementation of our API as a Facebook application [5]. This application allows users to protect their resources with expressive access control policies, to keep their social graph private, and to engage in anonymous communication. We are also looking at distributed social networks with the idea of developing a generally applicable plug-in.
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Figure 12. Observational equivalence relation for the `getResource` protocol.


